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Part I   Introduction
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⚫ Distance indicators, estimating 
distances to galaxies within and beyond 
the Local Group and measuring the 
Hubble constant

⚫ Helps us to understand the evolution 
and physics of stars themselves(Stellar 
variability)

⚫ Tracing new structures or better study 
the Galactic plane, the spiral arms, and 
the solar neighborhood

⚫ Studying chemical composition of 
different galactic regions

⚫ Studying planetary formation through 
premain-sequence stars

……

Introduction 

Time-domain surveys 
⚫ OGLE(Udalski et al., 1993; Soszyński., 2015, 

Soszyński., 2016, Soszyński., 2018), 
⚫ ASAS(Pojmanski, 2002), 
⚫ CRTS; (Drake et al., 2009;Djorgovski et al., 2011),
⚫ ZTF(Bellm et al., 2019),
⚫ Vera C. Rubin Observatory (LSST Science 

Collaboration et al., 2009)
⚫ ……2024/3/15



Introduction-previous work 

⚫ The raw-light curves to generate dm-dt 
maps  Mahabal et al. (2017) CNN

⚫ Unsupervised and effective feature 
extraction  (Naul et al. (2018) RNN)

⚫ 1D CNN  (Aguirre et al. (2019))

⚫ Sequence of images  Carrasco-Davis et 
al. (2019) recurrent convolutional neural 
network (RCNN)

⚫ Probabilistic classification model (Zorich
et al. (2020))

Deep Learning

Traditional ML

⚫ 28 features(Fourier analysis)  Debosscher et al. (2007) ML 
classifiers

⚫ statistical parameters Dubath et al. (2011)  Random Forest

⚫ combine the periodic features with the non-periodic features
Richards et al. (2011) 

⚫ FATS  Nun et al. (2015)
⚫ UPSILoN Kim and Bailer-Jones (2016) Random Forest
⚫ Support Vector Machines (SVM),Neural Nets (NN), Random

Forests (RF) Pashchenko et al. (2018)
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Feature based (Directly or hierachical)
Raw-data
Phase-fold image
Image+features (multimodal)2024/3/15



Introduction-Motivations 

⚫ Classifying these sources based on their light curves helps us in understanding the 
responsible mechanisms behind the variability and provides insight into their interior 
structure and formation;

⚫ Development of automated methods for classifying variable star’s light curves has seen 
an upward trend in recent years and has formed the core of many latest studies;

⚫ Time-series data might be sparse (and therefore not good enough to estimate the 
period) and can contain gaps in the observations;

⚫ Recent studies focus on employing the raw time-series data and take advantages from 
the improved deep-learning (DL) frameworks.
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Part II Data and Method
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2.1 Data 

60% training set,20% validation set 20% test set
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Only a few of 
classes which have 
enough number of 
distinct light curves 

(~500 or more) 
selected

104,006

68,867

Using the two datasets separately for training and testing the 
2D CNN and 1D CNN-LSTM models!!!2024/3/15



2.2 Method RNN

LSTM
Convolution

CNN
Credit from the Internet
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2.2 Method-Pre-processing 

Freedman-Diaconis  (Freedman and Diaconis, 1981)

53 along x-axis and 90 along y-axis((R, G, and B))

Cepheids δ-Scuti EB LPV RR Lyrae

Representative bi-dimensional histograms generated from the OGLE light 
curves. The blue and yellow color represent the pixels with the least and the 

most number of points respectively.

Freedman-
Diaconis rule

Raw  light curve data
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2.2 Method 
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OGLE

90 × 53 × 3

OGLE  359

CRTS  546

1/2 CNN

2/2 1DCNN LSTM
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Part III   Results and Discussion
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3.1 Results 
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2D CNN(OGLE) 1D CNN-LSTM (OGLE)

1D CNN-LSTM on the OGLE and the CRTS

Comparison of classification results for three variability classes 
from the CRTS dataset using 2D CNN and 1D CNN-LSTM models.

2D CNN on bi-dimensional histograms prepared 
from the OGLE and the CRTS survey light curves

2D CNN perform very well on the OGLE dataset but 
suboptimalon the CRTS dataset

1D CNN-LSTM perform well on the OGLE dataset but 
suboptimalon the CRTS dataset

2D CNN perform better 1D CNN-LSTM on the OGLE

The superiority of the 1D LSTM-CNN model over 2D CNN in 
distinguishing very similar looking light curves2024/3/15



Part IV   Conclusion and future work
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4.1 Summay

⚫ Present two approaches for classifying variable stars using Deep Learning 
techniques;

⚫ For both 2D CNN and 1D CNN-LSTM, the classification performance on the 
CRTS dataset is suboptimal;

⚫ The performance of 1D CNN-LSTM model is not at par with the 2D CNN 
approach;

⚫ The degraded performance on the CRTS dataset as compared to the OGLE 
dataset is a common difficulty faced by both the models;

⚫ 1D CNN-LSTM model has the potential to perform the task of classifying 
variable star light curves without any preprocessing.
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⚫ Investigating the other binning strategies along with the ones proposed in Mahabal et al. 
(2017) 

⚫ Performing detailed comparisons with the bidimensional histogram, 1D LSTM-CNN 
approaches and other prevailing classification techniques

⚫ Exploring the capability of the hyperparameter optimized model in classifying light 
curves from different surveys and examining their performance in case of the sparse 
light curves

⚫ Using a combination of two parallel CNNs, a 1D CNN for the light curves and another 2D 
CNN for the science (or difference) images

4.2 Future work
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Thank you for your attention!
Q&A
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⚫ Traditionally, based on the similarity of their light curves and colors to known variable prototypes (Gaia 
Collaboration et al. 2019).

⚫ Time-series analysis: periodogram to differentiate between periodic and aperiodic variables.
⚫ The results of the periodogram-based analysis are often taken, together with measures of light curve 

morphology and other characteristics of the source (e.g., color) and used as inputs into a classifier (e.g. 
Debosscher et al. 2007; Richards et al. 2011; Dubath et al. 2011; Richards et al. 2012; Masci et al.2014; 
Jayasinghe et al. 2019a,b; Eyer et al. 2019).

⚫ Non-parametric variability measures (Kinemuchi et al. 2006; Palaversa et al.2013; Drake et al. 2013, 2014a, 
2017; Torrealba et al. 2015; Hillenbrand &Findeisen 2015; Findeisen et al. 2015) 

Classical Methods: carefully selected features of the light curves, such as statistical metrics (like mean, 
standard deviation, kurtosis, skewness; see e.g., Nun et al. 2015),  Fourier decomposition (Kim & Bailer-Jones 
2016), or color information (Miller et al. 2015). Classifiers can be trained on manually designed (Pashchenko et 
al. 2018; Hosenie et al. 2019) or computer-selected features (Becker et al. 2020; Johnston et al. 2020) using 
known types of variable stars

Research Status
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F. Förster et al. 2020
Research Status
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F. Förster et al. 2020
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LSTM
Forget Gate

Output Gate

Input Gate

Memory Cell
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